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• Warmup

• Limits

• Differential calculus (single and multivariable)

• Optimization

• Sequences and Series

• Integration



Warmup



Math Basics



Math basics



Math Basics

R

R+

One point (x,y) in our set  
x-axis

y-axis



Polynomials



Polynomials exercise 



functions A B
f

Domain Range or codomain



functions

C has no inverse 
image, so not 
surjective

F(3) = F(4), but
3 != 4



functions

Not injective            injective

Non monotonous            monotonous



exponential 



Logarithm



Logarithm and exponential are inverse  



Functions – additional vocab

Even
f(-x) = f(x) 

Odd
f(-x) = -f(x)
 

An upper bound of  f   is 3
A lower bound of   f  is -2



Functions



Limits

How to rigorously 
formalize this?



Limits

As x goes near a (within delta) 

f cannot escape L
(even if epsilon is 0.000001)



Limits



Limits quick workout



Trigonometry



Differential Calculus 



Differential Calculus – Single Variable

x f(x)

f



Equation of a line in the plane

B (xB,yB)
A (xA,yA)

Line L between A and B has slope:

/
y-intercept of L

Ex: y = 2x + 0

x increases by 1 unit

y increases by 2 units

2

1



Differential Calculus – Single Variable

f

a     a+h

the derivative tells you how sensitive the 
output f(a) is to the input a

f(a) 
    

f(a+h)

f’(a) =      /   



Differential Calculus – Single Variable
Let’s try this definition to compute a simple derivative 



Derivatives Toolbox



Derivatives Toolbox – Composition 



Derivatives Toolbox

CHAIN RULE (think of Russian dolls)



Derivatives - workout



Derivatives and extrema
tangent T of f at point A  (a, f(a))
 has equation T

A = (a, f(a))

f

T
f Here the slope is positive 

and larger (steeper)
f’(b) > f’(a)

B = (b, f(b))



Derivatives and extrema
Q: Where can the maximum and minimum values (extrema) of this function be?

f’(x) = 0 
f(x) is constant 

a b

f’(x) > 0
f is increasing

I = [a,b]

f’(x) < 0
f is decreasing

A: The extrema are necessarily at 
- f(a) and/or f(b)
- and/or f’(x) when f’(x) = 0



Optimization 
• If we are in an open set I = (a,b), then we have no guarantee of the 

existence of global extrema if the function is not bounded  

-∞? 

+∞? 



Optimization – no shortcuts 

• critical points (where f’(x) = 0) are not necessarily global extrema

• However at local extrema, we have f’(x) = 0

Critical point, local minimum Critical point, global minimum

Critical point,local maximum Global maximum is +∞



Higher order derivatives



Multivariable differential calculus

x is a number
f(x) is a number

x is a vector 
f(x) is a vector

From single to 
multivariable

Example Example



Multivariable differential calculus



Multivariable differential calculus – learn by 
example



Multivariable differential calculus - Jacobian



Multivariable differential calculus

Derivatives w.r.t. y for g1, g2, g3

Derivatives w.r.t. all variables for g1

gradient The vector of all partial derivatives for function mapping to R is called the 
gradient



Multivariable differential calculus



Hessian matrix



Hessian matrix – example

gradient



Don’t get confused



A little bit of vector calculus



A little bit of vector calculus



Example Linear regression – Loss function

Transpose because we want Jacobian = gradient transposed

N,1 N,p p,1 



Optimization: finding extrema of functions



Convex Sets

0.8x+0.2y

0.5x+0.5y



Convex functions



Convexity/concavity

Convexity = acceleration
Concavity = deceleration 

Convex

Concave



Hessian matrix and convexity 



From differential calculus to optimization



Example

1. Find critical points



Example

2. Evaluate second order 
condition at crit(f) = x*



Convexity and minimization



Example

So, f is strictly convex
its unique global minimum is its critical point. Let’s find it 



Example Linear regression – Loss function

Transpose because we want Jacobian = gradient transposed

N,1 N,p p,1 



Example Linear regression – Loss function



Constrained optimization
Unconstrained: 
We want x* that minimizes f(x)
x* can be anywhere in R 

Constrained 
We want x* that minimizes f(x)
x* is in a specific subset A: [a;b]

A

a b

Here the constraint is a < x < b
 it is an inequality constraint



Lagrangian



Lagrangian example



KKT conditions



First order conditions for convex problems



Sequences and Series  



Sequences 



Sequences 



Sequences 

n+1 terms in the sum



Sequences 



Series 



Summation operator



Convergence of Series



Convergence of Series



Convergence of Series



Power series 



O-notations

f grows slower than g around x0 

f grows at the same rate as g 
around x0 



O-notations - example



Taylor Expansion



Maclaurin series

Animation

https://www.geogebra.org/m/PJnV6X2m


Maclaurin series

Animation

https://www.geogebra.org/m/PJnV6X2m


(Riemann) Integration 



Integral Calculus

Area of this 
rectangle? 

Area = L x W

W

L

a b

Area under this 
curve? 



Integral Calculus

Area of this 
rectangle? 

L x W

W

L

a b

Area under this 
curve? 

Sum of the areas of the rectangle?



Integral Calculus

f(m1)



Interruption: infimum and supremum

What is the minimum value of interval A = (-1;1)?

Is it -1 ? NO
Is it -0.999, -0.9999, -0.999999?

For open sets, we extend the idea of the minimum and maximum elements to inf. and sup. 

Inf(A) = -1
Sup(A) = 1



Interruption: infimum and supremum

Sup/Inf(A) is 
‘sticky’ to A



Riemann Integration



Riemann Integration



Riemann Integration



Fundamental theorem of calculus

Antiderivative F(x) means F’(x) = f(x)



Integral Calculus



Integration = sum in a continuous setting



Integration – example 



Double integrals



Integration by Parts

Ideally,
f has a simple integral,
g a simple derivative

So that fg’ has a simpler 
integral than f’g



Antiderivative of ln(x)



Change of variable (u-sub)
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